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Abstract Recently, due to the COVID-19 pandemic, the utilization of non-face-to-
face lectures has increased. Online lectures use a lot of visual materials, and blind
college students experience difficulties in understanding the lecture content. This
causes them to lose concentration and interest in the class. This paper proposes an
automatic lecture video commentary system, “DiagramVoice”, to ensure an inde-
pendent learning environment for visually impaired students. It is designed as a
mobile application to be easily accessible to the visually impaired. It can provide
analysis of text and nature photographs among visual materials in lecture videos and
also provides commentary on diagrams through the diagram commentary gener-
ation algorithm developed in this paper. To verify the practical usability of our
DiagramVoice, we conducted user tests on the results of the diagram commentary
generation algorithm. https://github.com/nanOsilver/DiagramAnalysisGenerationAl
gorithm.

Keywords Online lecture + The visually impaired -+ Diagram commentary

1 Introduction

The number of online classes has increased dramatically in recent years. This trend
is related to the COVID-19 pandemic. Due to the spread of COVID-19, schools,
universities, and other institutions have been closed and replaced with non-face-to-
face learning. The education system has undergone a major transformation in this
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process, and online classes have played an important role in this environment [1].
As more and more people are exposed to e-learning, various research have been
conducted to make online classes more effective [2, 3].

However, visually impaired students who have difficulty conveying visual infor-
mation in these digital learning environments face barriers to access in online class
participation. Park et al. surveyed on the experiences of students with disabilities due
to the COVID-19 pandemic and found that visually impaired college students expe-
rienced physical fatigue, decreased learning efficiency, and difficulty forming and
maintaining social relationships due to virtual classes [4]. They have limited access to
instructor guidance or chatting with companion students in an online environment,
even though they have difficulty in receiving supplemental instruction. Assistive
technologies are currently being used ostensibly for online education, such as braille
displays and tactile haptic devices, but their deployment without proper training has
been shown to hinder. Without additional support for these issues, already marginal-
ized visually impaired students risk becoming increasingly unskilled and devalued
[5]. Research has shown that students with visual impairments do not differ in cogni-
tive abilities from their sighted peers [6], and that they are capable of mastering
advanced academic concepts given sufficient support systems [7]. To ensure an inde-
pendent learning environment for the visually impaired students, in this paper, we
propose an automatic lecture video commentary system for the visually impaired.

This paper presents an online lecture-assisted commentary system that automat-
ically detects, analyzes, and comments on visuals in online lectures and delivers
them to the visually impaired. Currently, researches on automatic recognition and
commentary of visual materials such as texts and pictures are advancing rapidly. In
contrast, research on diagrams has been relatively underdeveloped and unnoticed.

A diagram is a human-designed illustration of relationships between objects to
represent information in the form of connections from one node to another using
arrows or connecting lines [8]. It is used in many academic disciplines to visually
represent and understand important concepts. While understanding natural images
has been a major area of research in computer vision, understanding illustrations
to convey information has received little attention. Because diagrams focus on the
relationships between visual objects, they allow for deeper inferences than natural
images [9, 10]. However, visually impaired people have difficulty in understanding
and utilizing learning materials, including diagrams. In this paper, to respond to these
challenges, we developed an automatic online lecture assistant commentary system
including diagram commentary.

The overall organization and content of this paper are as follows. Section 2
describes the currently used digital material description tools and diagram descrip-
tion techniques for the visually impaired. Section 3 describes the overall structure
of DiagramVoice, the automatic lecture video commentary application for the visu-
ally impaired proposed in this paper. Section 4 introduces the diagram commentary
technique, which is the core of DiagramVoice, and Sect. 5 presents an evaluation of
the technique.



DiagramVoice: Automatic Lecture Video Commentator for Visually ... 383

2 Related Works

Digital Material Description for the Visually Impaired

Visually impaired students use tactile and kinesthetic input to understand infor-
mation. Therefore, most visually impaired students rely on Braille to receive and
convey information from learning materials. The Braille’n Speak is a portable device
equipped with a speech synthesizer, a Braille keyboard, and interfacing capabilities.
Users can input text using a Braille keyboard, which is stored in digital format.
Conversely, stored information can be output as speech by the Braille’n Speak [11].
Various Braille display devices are available, including Refreshabraille from APH
and Brailliant from HumanWare; however, a common drawback lies in the substan-
tial cost burden associated with these devices [12]. This limits their universal use by
many students.

Fichten et al. surveyed of e-learning accessibility among Canadian university
students with low vision and blindness [13]. They found that 100% of the visually
impaired and 50% of low-vision students use screen-reading technologies, and 90%
of the visually impaired and two-thirds of low-vision students use optical character
recognition (OCR). Screen-reading technologies are software that reads whatis on the
screen, while OCR is technology that automatically converts scanned or printed text
images or handwritten text into editable text [14]. However, portable digital format
(PDF) files with underlined or multi-column tables and shapes can confuse screen
readers when rendered, making them difficult for users to interpret. In addition,
PowerPoint, a popular e-learning resource on campuses, has embedded materials
and text boxes that screen readers cannot read, making it difficult for students to use
appropriately.

Diagram to Text Generation

Prior work on diagram interpretation techniques focuses on interpreting visual mate-
rial in various ways and converting it into an understandable form. In [9], a diagram
parsing graph (DPG) is introduced as a method for modeling diagram structure, and a
method for parsing the syntax of diagrams and semantic interpretation of diagrams by
learning to reason over the graph is studied. Using artificial intelligence techniques,
they devise an LSTM-based method for parsing diagrams and interpreting diagrams
through diagram question-and-answer data. In [15], a study was conducted to convert
block diagrams into text. To extract contextual meaning from diagram images, they
proposed a framework called “BloSum” that uses CNNs to detect shapes, text, and
arrows and recognize objects pointed by arrows to combine text. To conduct this
research, a diagram dataset was specially built and experimented with, which is
referenced in this paper.

Prior Research

This paper is a follow-up study of the Design of Automatic Online Lecture Video
Commentator for Visually Impaired Students Supporting Diagram Commentary [16].
In [16], we conducted a usability evaluation for effective diagram commentary for
visually impaired students. Based on this evaluation, we proposed the design of an
automatic lecture video content commentator that supports diagram commentary. We
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created three levels of commentary detailing the commentary method and evaluated
them with visually impaired students and found that the simplest commentary and the
most detailed commentary were the most satisfactory. This confirmed that it is ideal
to implement a system that allows students to set and adjust the level of commentary
by themselves.

3 The Comprehensive System Architecture
of the DiagramVoice

In this paper, we propose a mobile application “DiagramVoice”, an automatic lecture
video commentator for the visually impaired. DiagramVoice is developed in Dart
language [17] using Flutter [18] framework and can run on Android and IOS. The
server is developed in Flask [19] using Python [20]. Figure 1 shows the overall
application execution process.

DiagramVoice runs by recognizing the user’s voice. Every step is explained to
the user through sound, and the application is designed to run only through sound.
After launching the application, the user can access a list of previously analyzed
lecture videos or analyze a new one. To select a new lecture video, the app accesses
the user’s gallery and reads the title of the video. The user says which video they
want, and the video is selected, and it goes through a video processing procedure.
This process outputs a text file that analyzes the visuals in the video. When the user
plays the video, at the end of each scene in the video, the contents of the text file
analyzing the visuals in that scene are played out. If the user selects a lecture video
from the list of lectures that have already been analyzed, the lecture video will play
along with the text file of the visuals in the video that has already been saved.

The video processing procedure aims to find all the visuals in a video, analyze
them, and put them into a single text file. Figure 2 illustrates the sequence of the
process.
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Fig. 2 Opverall structure of the video processing procedure

We assume that the video is a lecture video using PowerPoint, which is most
used in university lecture classes. First, we use the PySceneDetect API [21] to detect
screen transitions in the video. This API analyzes the image and determines that
the screen changes when the rate of change of the scene image exceeds a certain
threshold and outputs the times when the scene changes. Each time a scene changes
in a video, it captures and stores the screen and uses these images to extract visuals.
To extract text images, the second step is to perform OCR using the Naver Clova
OCR API provided by the Naver Cloud Platform. The API supports Korean, English,
and Japanese character recognition, and when we pass the image data to the API, it
analyzes the image and provides the extracted text along with the location coordinates
in the image in JSON format. In the third step, to detect the presence of a photograph
or illustration in the scene image, a rectangle with a size greater than a certain
percentage of the total image size is detected and the location coordinates are stored.
The pictorial material on the screen is assumed to have a tag, and the closest letter
tag is used to determine whether it is a photograph, diagram, or table. The fourth step
is to convert the picture to text. If it is a natural image, we store a single sentence
describing the image using the Microsoft Azure cognitive computer vision API [22],
an image captioning API that uses an Al model that detects the main objects and
situations in the image and automatically generates a single sentence describing
them. If it is a diagram, we use the diagram captioning algorithm developed in this
paper to generate diagram captioning sentences. Finally, we perform all of the above
steps for every scene in the video and store the video’s transition times, as well as the
descriptions of all visuals on the screen, in a single text file. Using this commentary
file, when the user plays the lecture video, the commentary on the visuals in the scene
will be played out just before the lecture video cuts to the next scene. To do voice
output, we use the Google Cloud Text-to-Speech API [23].
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4 Diagram Analysis Generation Algorithm

In this paper, a diagram commentary generation algorithm in Python is developed
to convert diagram images into text, which aims to help visually impaired students
accurately recognize diagrams and understand lecture content more effectively.

We start by preprocessing the diagram image. For image processing, we first
convert the input image to grayscale and then blur the image using the GussianBlur
function. We then detect the edges of the image using the Canny function and apply
the dilate and erode operations to enhance them. The processed image is then used
for further analysis by highlighting features and removing noise. This image is then
used to find contours in the image using the findContours function.

Next, the detected contours are used to determine whether they are arrows or
rectangular objects that make up a block using the shape of the vertices. In the case
of an arrow, as shown in Fig. 3, the shape has 4 or 5 convex hulls, depending on
whether the arrow tail is composed of a line or a rectangle, and the total number of
vertices differs by two from the number of convex hulls. The starting point of the
arrow is determined by the point that is second from the non-convex hull vertex in the
array where the vertex coordinates are stored. The endpoint is similarly determined
by picking a coordinate to measure the value of the vector represented by the arrow.
This allows us to determine the direction the arrow is pointing and the orientation of
the overall diagram. This information will be used later to connect the blocks.

For rectangle detection, the algorithm looks for shapes that are not arrow-shaped
and have four convex shells and determines the coordinates of each vertex. These
coordinates are used to determine the upper-left point of the rectangle, as well as its
width and height values, which are combined with the previous OCR information
to connect the text within each block. Then, we find the square that is closest to
the start and end points of all the arrows. Using the vector value of the arrow, the
start points store the index value of the square whose center coordinate is the shortest
distance from the start point among the squares in the direction the vector is pointing.
The endpoints of the arrows perform the same method as above with the vector sign
reversed. The index number of the rectangle is assigned based on the y-coordinate, if
the overall diagram is vertically oriented. After finding out all the information of the
arrow and the text information of the square, the diagram commentary is completed
by connecting the sentence with the text information in the block. Figure 4 shows an
example of these produces.

Fig. 3 Features of an arrow

3 -. St g
« : Convex hull




DiagramVoice: Automatic Lecture Video Commentator for Visually ... 387

Begin
l
Chack your PC
configuration |
l
i y
dutabase. S
/ 1=
Create dotabase | & [
whemas 4 Creste Ul
|
Croste and
T Cracelll — mm|—r configure Weblogic —rlmmuj—o “i'w”'J—b End
’ Server Damain L ;

-----------------

.................

-----------------

-----------------

----------------

-----------------

|||||||||||||||||

Fig. 4 Example of the diagram analysis generation algorithm results

5 Evaluation

This chapter deals with the evaluation of the diagram annotation techniques described
in Sect. 4. The diagram annotation algorithm is the core part of this research, and we
want to evaluate the accuracy of the algorithm.

Bhushan and Lee [15] discuss function similar to the diagram commentary func-
tion proposed in this paper. While Bhushan and Lee [15] developed a diagram
commentary technology using machine learning, we utilized an original algorithm in
the Python language. Our algorithm was evaluated by five university students. In this
evaluation, the diagram commentary generated by our algorithm and the commen-
tary simply generated using the Image Caption API that performs image-to-text were
listened to for each of the 10 diagrams, and the degree of adequacy and satisfaction
were evaluated out of 10. We also tested the system using the diagrams’ commentary
answer data to determine its accuracy. This allowed us to measure the algorithm’s
performance and user response quantitatively and qualitatively. The results of the
test are shown in Table 1, and some of the data we used to run the test is shown in
Table 2.
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Table 1 Average score of the usability evaluation for diagram interpretation

Method User test System test
Satisfaction Adequacy Accuracy

Image caption 3.1 2.5 0.9

The algorithm proposed in this paper 8.3 9.0 9.8

Table 2 Results obtained by applying [15]’s dataset to the algorithm proposed in this paper
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The results of these evaluations show that both satisfaction and adequacy scores
are higher when using the algorithm proposed in this paper than when simply using
the image caption API. The system test results also show that our algorithm scored
significantly higher. These results strongly suggest that our algorithm can provide
a better educational experience for learners, allowing them to better comprehend a
variety of visual materials and increasing the efficiency and effectiveness of online
education.

6 Conclusion

In this paper, we propose a mobile application that can explain visuals in online
lectures and playback lectures for visually impaired students. The visual materials in
the lecture include text, images, and diagrams, and an automatic diagram commentary
generation algorithm is proposed. In this way, students with visual impairments who
have difficulty in accessing visual materials, including diagrams, independently can
be interested in the lecture content and understand the content more effectively.

The application was developed to meet the special needs of contactless education.
It follows the growing trend of online education around the world due to the COVID-
19 pandemic and provides an environment for visually impaired students to optimize
their learning experience and engage with their education. In particular, by accurately
narrating visuals from lecture videos and outputting them to voice, visually impaired
students can enjoy visual information and build an independent learning environment
at the same time.

The technology resulting from this paper is not limited to university classes. It can
also be applied to a wide range of educational content, such as educational broadcasts
and television programs. This will contribute to bridging the divide in education and
helping all students have a better learning experience. Our research is a step toward
a better future in education, as we hope to contribute to a new educational paradigm
and expand educational opportunities for visually impaired students.
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