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I. INTRODUCTION  

Humans can imagine the 3D shape of an object from a 
single camera view. To achieve a high level of generaliza-
tion, humans rely on strong geometric prior knowledge, 
such as symmetry, which is built up through various visual 
explorations [1]. By emulating the powerful human ability 
to reason in 3D, recent single image-to-3D generation 
methods [2-6] are evolving to predict more creative and 
complex shapes by utilizing geometric information and 
prior knowledge gained from large and diverse datasets.  

3D reconstruction from single image have been accom-
plished in two consecutive stages: 1) multi-view image gen-
eration, and 2) 3D reconstruction. Firstly, multi-view im-
ages are generated from a single image with a generative 
model. After that, variants of Neural Radiance Field 
(NeRF) [7-10] are used for 3D reconstruction using those 
generated multi-view images. Therefore, the quality of 3D 
reconstruction could be highly dependent on the visual con-
tinuity of the multi-view generated images. However, a sin-
gle image inherently contains large projective ambiguity. 
As a result, multi-view images generated from a single im-
age tend to have visual discontinuities. Fig. 1 illustrates rep-
resentative examples of view-inconsistency in multi-view 
image generation from a single image. 

Due to this property of the framework, previous works 

have explored multi-view consistency to improve 3D re-
construction quality in two main approaches. The first ap-
proaches [5,11] employs indirect loss functions, such as 
Score Distillation Sampling (SDS) and Contrastive Lan-
guage-Image Pre-training (CLIP), to train a NeRF-based 
model. The indirect loss functions help to yield various and 
creative 3D results from visually discontinuous images, but 
this variety decreases the accuracy of 3D reconstruction. 
Additionally, a large-scale pretrained 2D image generative 
model is used to utilize indirect prior knowledge, which sig-
nificantly increases processing times. The second ap-
proaches [2,6] focuses on improving the view consistency 
during multi-view image generation to use direct image loss 
functions, such as Mean Squared Error (MSE), in 3D re-
construction. Using direct image loss functions provides 
more accurate results and faster processing speeds under 
the assumption of high visual consistency between multi-
view images. However, their performance heavily depends 
on the consistency of the generated multi-view images, 
leading to the lack of generalizability.  

Recently, some efforts have been made to address these 
issues, including the use of 3D self-attention blocks for 
training [12] and the parameterization of camera infor-
mation [3]. Nevertheless, view consistency problems still 
arise during the generation of multi-view images using a 
single image due to the projective ambiguity of a single-
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view image. 
To alleviate the multi-view inconsistent problems, we 

propose a novel 2D-to-3D method robust to view incon-
sistency by proposing a view-specific neural renderer for 
NeRF-based models under the assumption that the given 
multi-view images can be visually inconsistent. Especially, 
we introduce the novel self-attention layers within Multi-
layer Perceptron (MLP) in NeRF, which collaboratively use 
multi-view features to obtain a single accurate result. By  
incorporating the view-specific self-attention, the model in-
dependently specializes the learning for each viewpoint, ef-
fectively capturing the geometric and structural properties 
of objects. Our approach ensures accurate 3D reconstruc-
tion even in the presence of view discontinuities. We 
demonstrate the superiority of our proposed single image-
to-3D method through extensive comparative experiments 
against previous state-of-the-art approaches. Notably, our 
method achieves significant improvements in accuracy 
even for visually inconsistent images. 

 

Ⅱ. RELATED WORK 

2.1. Single Image-to-Multi-View Image Generation 
Single image-to-multi-view image generation is a long-

standing challenge in computer vision. Recently, image 
generation has been significantly advanced by the develop-
ment of image diffusion models. Image diffusion models, 
such as stable diffusion [13], have demonstrated strong gen-
eralization abilities thanks to their training on large-scale 
datasets [14-16]. By iteratively denoising noise samples, 
diffusion models have been able to generate high-quality 
images and have become foundational for various genera-
tion tasks, including novel view synthesis. Single image to 
multi-view image generation methods have achieved sub-
stantial progress by leveraging diffusion models and can be 
categorized into 3D supervised learning methods and 2D 
lifting methods.  

3D supervised learning methods [8-9] train a generator 
using 3D databases [14-16]. These methods can efficiently 
generate high-quality multi-view images. However, they 
are limited in generalization due to the limited scale of 
available 3D data. 2D lifting methods [11,17] utilize prior 
knowledge of pretrained diffusion models. Magic3D [18] 
utilizes a 2D diffusion model to optimize the 3D represen-
tation through SDS loss. Recently, SyncDreamer [6] intro-
duces a synchronized multi-view diffusion model that en-
sures multi-view image consistency by processing each 
view simultaneously using a shared noise estimation and an 
attention mechanism. 

Despite various efforts, however, the generation of multi-
view images based on a single image is still prone to view 
discontinuities due to the projective ambiguity of a single-
view image. Therefore, in this paper, we propose a novel 
method to address visual discontinuities in multi-view im-
ages by introducing a view-specific self-attention method 
for accurate 3D reconstruction.   

   
2.2. 3D Reconstruction Using Multi-View Images 

In recent years, neural network-based 3D reconstruction 
techniques, such as NeRF, have advanced significantly [7-
10]. NeRF [19] is a coordinate-based neural scene represen-
tation method that combines neural networks with graphics 
principles to effectively represent 3D content. It takes the 
position and viewpoint direction of points in 3D space as 
input and predicts the color (RGB) and density of those 
points using an MLP network. Mip-NeRF [7] utilizes vol-
umes of varying resolutions to estimate RGB color values 
and volume densities across multiple scales. This method 
minimizes information loss and enhances visual quality in 
complex scenes. PixelNeRF [8] synthesizes images from a 
new perspective using only 13 input images, compared to 
the 50-100 images required by previous NeRF-based mod-
els. Neural Surface Reconstruction (NeuS) [10] recon-
structs 3D model based on multi-view images. While trade- 

 

 

  

 

 

  
Input view  (a) Previous 2D-to-3D generation method [6] (b) The proposed method 

Fig. 1. An example of view inconsistent generation of previous methods. (a) results of a state-of-the-art single image-to-3D generation 
method [6], and (b) the proposed method. 
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tional NeRF models use volume density fields to synthesize 
novel views, NeuS utilizes Signed Distance Field (SDF) to 
more accurately represent 3D surfaces. 

These existing NeRF-based methods use MLP networks 
to predict volume density or SDF and color based on loca-
tion inputs. In our work, we utilize the original NeRF model 
to validate the effectiveness of our proposed method for a 
fair comparison. The proposed method is applicable and 
can be implemented easily to variants of the NeRF model.  

 

Ⅲ. METHOD 

Fig. 2 describes the overall architecture of our proposed 
single image-to-3D reconstruction based on view-specific 
self-attention layers. Inspired by variants of NeRF [7-10], 
our framework takes 3D locations and viewing directions 
as inputs along with the NeRF and produces RGB colors 
and density. Different from other related methods, our 
framework contains 𝑛 specialized MLPs for the given 𝑛 
images generated from multiple viewpoints. This approach 
enables our model to be aware of information from other 
views during inference, ensuring view-consistent results.  

 
3.1. View-Specific MLP Layer 

We have followed the MLP structure of the conventional 
NeRF [19], which consists of 9 fully connected layers. It 
takes 3D location 𝑥 = (𝑥, 𝑦, 𝑧)  and viewing direction 𝜃 = (𝜃, 𝜙)  in spherical coordinate as input and outputs 
volume density σ and RGB color 𝑐 = (𝑟, 𝑔, 𝑏). The MLP 
first uses the input 3D coordinates 𝑥  with 8 fully con-
nected layers to produce density 𝜎  and a feature vector, 
and the feature vector is then combined with the viewing 
direction 𝜃 through a 9th-fully connected layer to output 
the view-dependent RGB color c. Thus, similar to variants 
of NeRF [7-10], our MLP is defined as follows: 

(𝑐, 𝜎) = 𝑀𝐿𝑃(𝑥; 𝜃). (1)
  
Our MLP network is composed of shared layers (blue 

block in Fig. 2) and view-specific layers (orange block in 
Fig. 2) for view-specific learning. For the given 𝑛 views 
of images, the shared layers learn the common features 
across all 𝑛  views. In contrast, view-specific layers are 
specialized for each view, where each layer learns view-
specific features exclusively. Finally, these 𝑛  view-spe-
cific features are adaptively incorporated via a self-atten-
tion layer.  

In our experiments, we have trained the MLP architec-
ture by 3 stages. First, a single MLP for all viewpoints. 
Then, n MLP networks with shared layers and n independ-
ent layers are trained for view-specific learning. Finally, we 
train n MLP layers by adaptively incorporating the view-
specific features with the self-attention layer across the 
viewpoints. 

   
3.2. Volume Rendering 

After obtaining the RGB color and density values from 
the MLP, the process continues with volume rendering. For 
volume rendering, we have followed the previous related 
works [4-6,19]. Volume rendering determines pixel colors 
of a 2D image by accumulating radiance colors of 3D points 
along rays. These rays are cast from the camera through 
each pixel into the scene, and numerous points are sampled 
along these rays. Sampled 3D points 𝑥 along a ray 𝑟 pass 
through an MLP, which outputs a density 𝜎  and a RGB 
color 𝑐. These outputs are then alpha-composited from the 
back of ray to the camera, resulting in the final rendered 
RGB color for a pixel as follows: 

  𝐶መ(𝑟) =  𝑤𝑐 , 𝑤 = 𝛼 ෑ൫1 − 𝛼൯,ழ𝛼 = 1 − exp(−𝜎‖𝑥 − 𝑥ାଵ‖). (2)

 

Fig. 2. Pipeline of proposed method. We introduce a self-attention layer in MLP of NeRF-based models to collaboratively incorporate 
multi-view features to obtain a single accurate result feature. 
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To ensure our model outputs desired ground truth (GT) 
colors and results, we train our model using the following 
loss function: 

 ℒ =   ቚห𝐶መ(𝑟) − 𝐶(𝑟)หቚଶଶ ∈ℛ , (3)

 
where 𝑅  is the set of camera rays 𝑟 ,  𝐶መ(𝑟)  is the color 
obtained by our model from camera ray r, and 𝐶(𝑟) is the 
GT color from 𝑟. 

 

Ⅳ. EXPERIMENTS 

To validate the performance of the proposed method, we 
compare the performance with recent single image-to-3D 
generation models, i.e., Zero-1-to-3 [4], RealFusion [5] and 
SyncDreamer [6]. Zero-1-to-3 [4] utilizes a diffusion model 
to learn how to control the camera extrinsic. Zero-1-to-3 
takes a single image and the relative pose of the camera as 
inputs to generate a novel view image corresponding to the 
given pose. The generated multi-view images are then re-
constructed in 3D using the Score Jacobian Chaining (SJC) 
loss function. RealFusion [5] is a single-image-based 3D 
reconstruction that leverages existing 2D diffusion models 
to learn 3D geometry and appearance by sampling images 
from different viewpoints and minimizing rendering loss. 

In the experiment, we have calculated three metrics to 
evaluate the model's performance in image generation from 
a novel viewpoint following the recent related works [6,20]: 
Peak Signal-to-Noise Ratio (PSNR), Structural Similarity 
Index Measure (SSIM), and Learned Perceptual Image 
Patch Similarity (LPIPS). PSNR measures the maximum 
possible pixel value and the MSE between the two images, 
with higher values indicating less distortion and better qual-
ity [21]. The Structural Similarity Index Measure (SSIM) 
assesses the similarity between images based on luminance, 
contrast, and structural consistency. A higher SSIM value 
indicates better structural consistency between images [21]. 
Learned Perceptual Image Patch Similarity (LPIPS) is a 
metric that leverages deep learning to measure perceptual 
differences between images, making it useful for evaluating 
the quality of complex images. A lower LPIPS value signi-
fies greater similarity between the generated image and the 
real image, indicating better quality [22]. 

For evaluation, we have utilized 1,030 3D data points 
from the GSO dataset [14] that were not used in the training 
of the comparison models, including our model. The GSO 
dataset primarily consists of high-quality 3D-scanned 
household items, which are diverse in terms of shapes, tex-
tures, and sizes, making it suitable for evaluating object-
level 3D reconstruction. Therefore, the GSO dataset allows 

us to measure the generalization performance on new inputs 
that the model has not encountered during training. 

Table 1 presents the quantitative comparisons with pre-
vious methods. The results demonstrate that our model sig-
nificantly outperforms the previous methods across the 
evaluation metrics. Specifically, the proposed method 
demonstrates higher consistency of generated 3D models 
and the ability to generate high-quality images from novel 
viewpoints. However, our model increases the overall com-
plexity due to the computation of self-attention for each 
view in the view-specific layer, leading to a longer genera-
tion time compared to other model [6]. In particular, our 
model takes far less time than Zero 1-to-3 [4] and RealFu-
sion [4] and needs a little longer time but comparable to 
SyncDreamer [6]. Even with the little higher computational 
cost, our model outperformed the other methods, showing 
consistently better multi-view coherence and 3D recon-
struction quality than the other methods on all evaluation 
metrics. 

In addition, Fig. 3 illustrates the results of a single-im-
age-to-3D reconstruction. These results were generated 
from the multi-view images shown in Fig. 4, which consist 
of four views rendered at 0°, 90°, 180°, and 270° view-
points. These multi-view images were generated using 
SyncDreamer [6], and we conducted experiments on both 
simple and complex objects to demonstrate the model’s 
generalization ability. For each object in generating multi-
view images, we render an input view image with a size of 
256×256. RealFusion [5] shows an acceptable multi-view 
consistency for simple objects but fails to produce visually 
plausible images for complex objects. Zero-1-to-3 [4] pro-
duces visually plausible geometry but produces inaccurate 
3D reconstructions that are overly smoothed. The results 
show that the indirect loss, such as SDS and SJC, is limited 
to efficiently derive visual continuity from inconsistent im-
ages. In contrast, our proposed method produces more ac-
curate 3D reconstructions, by efficiently addressing visual 
discontinuities across viewpoints using view-specific learn-
ing. In addition, our method can produce images that are 
semantically consistent with the input image and multi-
view consistent in color and geometry. 
 

Table 1. Quantitative comparisons with previous methods. 

Method/ 
metric 

PSNR 
(↑) 

SSIM 
(↑) 

LPIPS 
(↓) 

Time 
(min) 

RealFusion [5] 15.26 0.722 0.283 90 

Zero 1-to-3 [4] 18.93 0.779 0.166 40 

SyncDreamer [6] 20.02 0.783 0.159 6 

Ours 20.32 0.798 0.153 7 
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Ⅴ. CONCLUSION 

In this paper, we propose a novel method to effectively 
address visual discontinuities in multi-view images for sin-
gle-image-based 3D reconstruction. Previous single image-
to-3D methods generate multi-view images from a single 
image first and then feed these images to NeRF for 3D 
reconstruction. Therefore, visual continuity across view-
points of these generated multi-view images directly affects 
the accuracy of 3D reconstruction. However, current multi-
view generation models from a single image face the issue 
of view incoherence, due to the lack of geometric infor-
mation. To this end, we introduce a novel 2D-to-3D frame-
work robust to view discontinuity by proposing a view-
specific neural renderer for NeRF-based models. We pro-
pose a view-specific self-attention network within the MLP 
in NeRF, which collaboratively incorporates multi-view 
features to obtain a single accurate result. Furthermore, by 
training view-specific NeRF using direct image loss func- 

tions, we can achieve more accurate 3D reconstruction. 
Through experiments, the proposed method outperforms 

previous state-of-the-art single image-to-3D methods, 
demonstrating the improved 3D reconstruction accuracy of 
our method. Additionally, the proposed method can be eas-
ily implemented in various NeRF model variants.  

However, despite its strong performance, the proposed 
method has limitations in handling diverse real-world da-
tasets that may contain significant noise or highly variable 
input conditions. To address this challenge, preprocessing 
steps such as noise reduction techniques or outlier detection 
could improve the robustness of our framework. We hope 
that the proposed method provides broader applicability in 
fields such as computer vision and image processing. 
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